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Abstract. This study addresses the challenge of accurately correlating the 
bridge natural frequency with influencing factors during ambient vibration by 
analysing on-site monitored data. This knowledge gap arises from the combined 
uncertainties of environmental factors and monitoring equipment noise. To 
tackle this challenge, the Fourier synchrosqueezed transform technique is 
employed and validated first by the simulated signal, as well as the Welch 
method. Then the instantaneous frequency of recorded acceleration at the real 
bridge is tracked, and a distinct diurnal pattern in the natural frequency is 
revealed. Then the two-stage strategy is adopted for the regression analysis. 
Firstly, the regression models between the normalised vibration intensity 
and the normalised frequency change of the vertical mode are established. 
Building upon these results, the additional factor, namely the effective wind 
speed, is considered in the second stage. The multiple linear regression model 
is established between the natural frequency change, the vibration intensity, 
and the effective wind speed. A thorough comparison of the results from both 
regression models reveals in-depth statistical insights. This study confirms 
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that vibration intensity has a negative effect on the bridge natural frequency, 
i.e., higher vibration intensity leads to a decrease in natural frequency. Besides, 
the study also shows that while the effective wind speed has a statistically 
significant impact on the frequency change of the vertical modes, vibration 
intensity (caused by traffic loads) appears to be a more dominant factor. 

Keywords: effective wind speed, Fourier synchrosqueezed transform, inverse 
relationship, instantaneous frequency, monitored vertical acceleration, Welch 
method. 

Introduction

The utilisation of structural health monitoring (SHM) systems 
and modal analysis have become pervasive across various structures, 
serving to monitor their behaviour and detect potential malfunctions 
at early stages over the past few decades (Freimanis & Paeglitis, 2020; 
Freimanis & Paeglītis, 2019; Gatti, 2019; He et al., 2022; Ko & Ni, 2005; 
Koo et al., 2013; Ye et al., 2023). Among the techniques employed, 
operational modal analysis (OMA) stands out as particularly potent 
for large-scale bridges in active service. By harnessing data collected 
through SHM sensors, OMA facilitates continuous analysis of structural 
behaviour without necessitating full-scale excitation through artificial 
means. This avoids the need to close traffic, saving time and resources 
while still providing valuable insights into bridge health. However, 
in this case, environmental and operational loadings such as wind, 
temperature, traffic loading, etc. inevitably introduce uncertainty to the 
system identification of the bridge (Omenzetter et al., 2013; Tran et al., 
2020), making it challenging to accurately identify the modal parameters 
of the bridge. Some effective algorithms are introduced for the OMA of 
bridges, such as stochastic subspace identification (SSI), the eigensystem 
realisation algorithm (ERA), etc. (Anastasopoulos et al., 2021; Au et 
al., 2021; Dederichs & Øiseth, 2023; Zahid et al., 2020). Additionally, 
cutting-edge time-frequency analysis techniques have been developed 
and employed to track the instantaneous frequency of the structures 
in recent years (Kareem & Kijewski, 2002; Neild et al., 2003; Silik et al., 
2021). These techniques can effectively squeeze the energy of the signal 
around the estimated instantaneous frequency so that the resolution is 
improved in the frequency domain compared to the traditional methods 
(Gundewar & Kane, 2022; Lu & Ren, 2023; Qin, 2023; Zhang et al., 
2022). Tang et al. (2023) proposed a local maximum synchrosqueezing 
method combined with an adaptive windowing technique to identify the 
instantaneous frequency of the time-dependent structures. The results 
show that the novel method performs better compared to other methods. 
Yang et al. (2024) used the Hilbert transform technique to establish a 
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relationship between the two contact responses of the test vehicle, then 
derived a simple formula for the modal damping ratio of the bridge, and 
its reliability was verified by a numerical model. Four time-frequency 
analysis techniques are employed to deal with the field measurements 
from the Boyne viaduct, Ireland, and the results show that wavelet 
synchrosqueezed transform is the best method to localize and separate 
the closely spaced resonances (Mostafa et al., 2021). Due to the fact that 
the recorded response behaviour of the bridge is often non-stationary 
and nonlinear under operational conditions, the synchrosqueezed 
transform is more suitable than other traditional methods.

Many researchers have reported that the bridge natural frequency 
undergoes changes during ambient vibration, as documented in their 
studies (Brownjohn et al., 2010; Chen et al., 2023; Ha et al., 2020; Huang 
et al., 2020; Westgate et al., 2015; Xu et al., 2021; Zhou & Sun, 2019). The 
paper (Magalhães et al., 2012) concerns the correlation of the natural 
frequency with the temperature and root mean square (RMS) values 
of the monitored signal over two years. The multiple linear regressions 
were established and validated. Referring to the regression models, the 
effects of the vibration intensity and the temperature were minimised. 
The novel digital twin approach was developed to predict future vortex-
induced vibrations and assess the influence of vortex-induced force 
parameters on a long-span suspension bridge based on wind tunnel 
tests and numerical simulations (Zhang et al., 2024). The prediction 
accuracy was confirmed by comparing the predicted results with the 
measured ones. Górski et al. (2020) studied the variability of the model 
parameters of the cable-stayed highway bridge under traffic conditions. 
They reported that natural frequency changes within the range of 1.7% 
to 5.5% were observed. A steel and wooden footbridge was thoroughly 
investigated through in-situ experimental testing combined with 
finite element modelling (Nicoletti et al., 2023). The modal parameters, 
such as natural frequencies, mode shapes, and damping ratios, were 
presented. Moreover, by comparing the results obtained from the 
experiment and simulation, the authors demonstrated the conservative 
nature of the guideline for the dynamic design of the footbridge. As for 
the correlation between the structural strain and the temperature, two 
approaches, namely multiple linear regression (MLR) and WaveNet-
based deep learning regression (DL), were employed (Mariani et al., 
2024). The results showed the DL method was more precise, albeit 
more computationally intensive. These works are valuable and lay a 
strong foundation for further study. Building on these research results, 
our study primarily focuses on the effect of vibration intensity and the 
wind on the bridge frequency changes. This focus is crucial because 
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these effects may mask the real signal components, which are the real 
response to the defects of the bridge structure.

This study aims to correlate the bridge natural frequency with 
the wind and the vibration intensity and will be applied to effectively 
remove these effects in future work. To this end, a cutting-edge time-
frequency analysis method, namely the Fourier synchrosqueezed 
transform (FSST), is utilised as a powerful tool in this study for tracking 
the instantaneous frequency of the bridge. In addition to the FSST, 
the Welch method is also employed to extract the bridge frequency, 
serving as an alternative approach to ensure the accuracy of the 
results. Subsequently, the normalised correlation between the vibration 
intensity and the bridge frequency is established with a 95% prediction 
interval. Finally, multiple linear regression analysis is performed, 
and the bridge natural frequency correlates with the wind and the 
vibration intensity for the vertical modes. This study contributes to the 
investigation of the combination effect of the wind and the vibration 
intensity on the natural frequency of the suspension bridge and the 
provision of a prerequisite work to remove or mitigate these effects for 
structural damage detection. The flowchart of this study is illustrated in 
Figure 1.

Figure 1. The flowchart of the study
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This paper is structured as follows: Section 1 provides a brief review 
of the theory behind the Welch method and the FSST method. Section 2 
utilises a simulated signal to validate the feasibility and effectiveness 
of the aforementioned methods. In Section 3, the Humber Bridge and its 
monitoring setup are introduced. Moving on to Section  4, the dynamic 
response data of the bridge collected at the Humber Bridge is analysed 
using both the Welch method and the FSST method. The diurnal trend 
of the bridge natural frequency is illustrated and explores the effect 
of vibration intensity, then the regression analysis is conducted. 
Subsequently, the correlation of the bridge natural frequency with the 
wind and the vibration intensity is established. The discussion of the 
results in two stages is provided in Section 5. Finally, the conclusion of 
this study is presented.

1.	 Theory of the Welch method and the FSST 
method

1.1.	 The Welch method

The Welch method is one of the classical nonparametric spectral 
analysis techniques that improves upon the traditional periodogram 
method by reducing random variations and resorting to segmenting 
large data samples into smaller consecutive segments. Readers can 
refer to (Stoica & Moses, 2005; Villwock & Pacas, 2008) for details. To 
implement the Welch method for a time sequence s(n) with n = 0,1,..., N−1, 
the primary steps are as follows (Barbe et al., 2009; Solomon Jr, 1991):

1.	 Partitioning and discrete Fourier transform (DFT) calculation. 
Partition the sequence into K segments and calculate the 
windowed DFT of the ith segment s[i](n) at the frequency bin k;
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where L denotes the length of a segment, j � �1 , ω is the windowing 
function. τi = (1−r)(i−1)/L represents the time delay with r being 
the fraction of overlap.

2.	 Modified periodogram formation. Form the modified periodogram 
values from the obtained DFT in Equation (1):
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3.	 Power spectral density (PSD) estimation. Averaging the 
periodogram values from Equation  (2) to obtain the final PSD 
estimate:
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1.2.	 The FSST method

The FSST is an advanced signal processing technique that extends 
the capabilities of the short-time Fourier transform (STFT). By 
using a post-processing technique, the FSST enhances the resolution 
of the representation both in time domain and frequency domain 
obtained from the STFT, effectively squeezing the energy of individual 
components of the signal along the estimated instantaneous frequencies 
in the time-frequency plane. The significant steps involved in the FSST 
technique are as follows (Auger et al., 2013; Oberlin et al., 2014)

1.	 Calculating the STFT coefficients of the signal s(t). The STFT is 
computed using a sliding windowing function represented by h at 
time t and frequency η, and it can be mathematically expressed by:
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Here, τ is the time variable.
2.	 The instantaneous frequency estimation. The instantaneous 

frequencies of the signal are estimated by taking the derivative of 
each STFT coefficient with respect to t, as shown in Equation (5):
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Here, argVs(η, t) represents the argument of the complex-valued STFT 
coefficient at time t and frequency η.

3.	 Reassignment of the energy around the estimated frequencies. 
The energy of each point in the STFT is reassigned to a new 
position in the time-frequency plane based on the computed 
instantaneous frequencies in Equation (5). This is done under the 
condition that the function g is continuous and does not vanish at 
0, as described in Equation (6):
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where δ(…) is the Dirac distribution.
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Overall, by applying the synchrosqueezed transform to the STFT, the 
FSST technique is capable of improving the time-frequency resolution 
and making the representation more interpretable.

2.	 Numerical validation

In this section, a simulated multi-component signal is used to validate 
the effectiveness of the proposed methods. The simulated signal is 
composed of three components, and the mathematical expression of 
each component of the signal is illustrated in Equation  (7). The second 
component of the simulated signal is a piecewise function, whose 
modal frequency changes from 5.5 Hz to 7 Hz at a time instant of 10 s. 
Meanwhile, the frequency of the third component changes from 2 Hz to 
3 Hz continuously. The signal has a duration of 20 s and is sampled at a 
frequency of 100 Hz.
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To account for a noise contamination scenario in practical situations, 
the original simulated signal is combined with Gaussian white noise. 
The signal-to-noise ratio (SNR) is set to 0, which means that in the heavy 
noise-added case, the intensity of the noise is the same as the original 
signal. The waveform of the simulated signal with noise is shown in 
Figure 2(a).

The Welch method is first employed to detect the frequency of the 
simulated signal. Herein, a Hanning window is applied, and the overlap 
fraction is set to 2/3 of the time-window length, and different lengths 
of the window are employed to find the best one. The obtained PSD plot 
is presented in Figure 2(b). It is evident from Figure 2(b) that the three 
constant frequencies specified in Equation  (7) are accurately captured 
by the Welch method with a large window length. However, the time-
dependent frequency of component 3 is not detected. On the one hand, 
Figure 2(b) highlights the advantage of the Welch method in accurately 
identifying stationary frequencies; on the other hand, necessary 
strategies should be taken to make it feasible to track the time-varying 
frequencies.

The FSST method is secondarily employed to directly detect the 
time-varying characteristics of the same simulated signal, and the 
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time-frequency representation of the noisy simulated signal is shown in 
Figure  3(a). Compared to the Welch method, changes over time in each 
mode of the simulated signal are distinctly tracked. Besides, the colour 
bars in Figure  3(a) are well consistent with the true instantaneous 
frequencies, which are represented by red dashed lines. Figure  3(a) 
appears much dirty due to the heavy added noise. The yellow colour 
in Figure  3(a) represents a higher energy, which indirectly reflects the 
amplitude of the signal components.

(a) The simulated signal with noise (from top to bottom are components  
1, 2, 3, noise, and noisy signal)

(b) The PSD plot

Figure 2. The waveform of the noisy simulated signal and its spectra
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Figure  3(b) shows the extracted instantaneous frequencies of the 
noisy simulated signal obtained by using the ridge technique. It can 
be observed that the instantaneous frequencies of all components 
are detected accurately, although there is a bit of a difference in 
the beginning and the end due to the boundary effects in the third 
component. Overall, the results obtained are shown acceptable for 
tracking the instantaneous frequency.
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(a) The time-frequency representation

(b) The extracted instantaneous frequencies

Figure 3. The time-frequency representation and instantaneous frequencies 
of the simulated signal (the red dashed lines are the true instantaneous 
frequencies in Equation (7))
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3.	 The monitoring system at Humber Bridge

The Humber Bridge is a suspension bridge that spans the River 
Humber and connects Hessle in East Yorkshire with Barton in North 
Lincolnshire. Designed to accommodate the A15 dual carriageway, it 
boasts a main span of approximately 1410 m, with side spans of 280 m 
and 530 m, respectively. The carriageway of the Humber Bridge features 
a 4.5-meter-deep steel deck box, separated by two reinforced concrete 
towers. The two 3-meter-wide walkways on each side are comprised of 
panels cantilevered from the edges of the deck boxes. Figure 4 shows the 
location of the bridge and the layout of the monitoring system.

Three QA750 servo-accelerometers were installed in the middle 
of the main span of the Humber Bridge. The resolution of the QA750 
is better than 1 μg, and the sensor noise floor is less than 3 μg/ Hz  in 
the range from 0 to 10 Hz. Two accelerometers are mounted at the mid-
span on the east and west sides of the deck in the vertical direction, as 
shown in Figure 4(b), marked with red dots. They are primarily used to 
measure the vertical and torsional dynamic responses of the bridge. The 
third accelerometer is installed inside the deck box near the centre of 

Figure 4. The location of the Humber Bridge and the layout 
of the monitoring system

(a) Location (b) The anemometer

(c) The deployment location of the monitoring sensors

Hessle
280 m

Barton
530 m

SouthNorth

Three accelerometers (QA750)

Accelerometer for laternal acceleration

Extensometer HILTI PD4
Accelerometer for vertical acceleration
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the carriageway and oriented horizontally to provide continuous lateral 
acceleration records of the bridge, as shown in Figure 4(b) with a yellow 
dot. Along with these accelerometers, the RM Young 05305 anemometer 
was also installed on a lamppost, as shown in Figure 4(c) (Brownjohn et 
al., 2020). The key parameters of this anemometer are:

•	 Wind speed measurement: Range of 0 to 50 m/s (112 mph) with a 
threshold sensitivity: 0.4 m/s (0.9 mph);

•	 Wind direction measurement: Mechanical range of 360° and 
electrical range of 355°, with a threshold sensitivity of 0.5 
m/s (1.0 mph) at 10° displacement and 0.7 m/s (1.6 mph) at 5° 
displacement.

The data acquisition system was set with a sampling rate of 20  Hz, 
and each acceleration time series recorded by the servo-accelerometers 
was divided into 30-minute segments. One of these segments recorded 
from 14:36 to 15:06 on 1 February 2012 is plotted in Figure 5(a).

4.	 Analysis of the monitored acceleration 
at the Humber Bridge

4.1.	 Tracking the bridge natural frequencies

By using the monitoring equipment mentioned above, three 
accelerations and the wind are recorded and stored during the 
monitoring period. The collected signal data are pre-processed first, 
and the detrend function is used. Given the crucial significance of low 
frequencies for the suspension bridge, the modal frequencies below 
2 Hz are focused. The vertical acceleration at the Humber Bridge is used 
herein for its sensitivity to the vibration intensity induced by the traffic 
load. The Welch method and the FSST method are employed to deal with 
the 30-minute acceleration segment from 14:36 to 15:06 on 1 February 
2012. The acceleration signal and the results obtained are shown in 
Figure 5, as well as the PSD plot for the whole day.

Figure  5(b) shows the PSD plot for the 30-minute acceleration 
segment from 14:36 to 15:06 on 1  February 2012. Compared to 
the reference frequencies in the literature (Brownjohn et al., 1987; 
Brownjohn et al., 2010), the difference between them is almost 
negligible. Figure  5(c) displays the time-frequency representation 
obtained by the FSST method. It can be seen that the vertical modes 
are clearly separated. The red dashed lines in Figure  5(c) are the 
instantaneous frequencies of the bridge extracted, and the fluctuations 
of the instantaneous frequencies over time are clearly observed. 
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However, it should be noted that Figure 5(c) appears slightly ambiguous 
due to the noise caused by environmental and operational factors. 
Despite this, Figure  5(c) demonstrates the FSST as a powerful tool for 
accurately tracking the change in the bridge frequencies of the vertical 
modes over time under in-service conditions. Figure  5(d) displays the 
PSD plot for the whole day by the Welch method. By using the Welch 
method, a total of 48 30-minute accelerations monitored at the Humber 
Bridge during the day were processed. It is worth noting that the 
extracted frequency values for the same mode are slightly different due 
to the acceleration data collected at different monitoring times. It also 
reflects the bridge natural frequency change over time.

Then these 48 acceleration segments were dealt with using both 
methods in chronological order for the day. The extracted modal 
frequencies of the bridge are presented in Figure 6. For simplicity, only 
four modes are illustrated. In Figure 6, the red lines represent modal 

Figure 5. Monitored vertical acceleration data from 14:36 to 15:06 on 
1 February 2012, with corresponding spectral plots and representation.

(a) The 30-minute vertical acceleration (b) PSD plot of the signal in (a) with vertical 
red dashed lines representing reference 
frequencies from literature

(c) Time-frequency representation of the 
signal in (a) with red dashed lines denoting 
extracted instantaneous frequencies

(d) The PSD plot for the entire day
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frequencies obtained by the Welch method, while the black dashed 
lines denote the instantaneous frequencies extracted by the FSST. It 
is noteworthy that the lowpass function is used to make the extracted 
instantaneous frequencies smoother. Overall, the results obtained by the 
two methods are in good agreement.

It can be seen in Figure  6 that the modal frequencies of the bridge 
are time-dependent under in-service conditions. The diurnal pattern of 
the bridge natural frequencies of the vertical modes is clearly observed 
in Figure  6. In general, the bridge natural frequencies decrease in the 
beginning, reach a relatively lower level, and then gradually increase 
over time. During the period approximately from 8:00 to 18:00, a 
distinguished trough appears.

4.2.	 Correlation between the vibration intensity 
and the bridge natural frequencies

It is a challenge to accurately quantify the traffic load, primarily 
due to the limitations of the available measuring devices. One 
straightforward approach involves using the moving masses on the 

(c) Mode 5

(a) Mode 3

(d) Mode 6

(b) Mode 4

Figure 6. The extracted instantaneous frequencies by the Welch method 
and the FSST during the day
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bridge (Cheynet et al., 2020; Prat, 2001), but it is generally too simple to 
reflect the real traffic load on the bridge. Other methods involve using 
a bridge weigh-in-motion (WIM) system if available (Lu et al., 2019; 
Maljaars, 2020; Zheng et al., 2022; Zhou et al., 2021). Nevertheless, 
the WIM system was not available at the Humber Bridge at that time. 
Referring to previous research studies, the root mean square (RMS) 
value of the bridge vertical acceleration can be used as an equivalent 
traffic load, which was tested with a correlation coefficient of nearly 
0.7 between them (Ho & Nishio, 2020; Wattana & Nishio, 2017; Zhang 
et al., 2002; Zhou & Sun, 2019). Building on the aforementioned works, 
the RMS value of the monitored vertical acceleration, namely the 
vibration intensity, is used as an indirect measurement of the traffic 
load. The vibration intensity of the monitored vertical acceleration is 
plotted in Figure 7, along with the variation of the bridge instantaneous 
frequencies obtained by the FSST during the day. Herein, modes 3 to 6 
are taken as examples shown in Figure 7.

Figure 7 overall reveals an opposite trend between the bridge natural 
frequency change and the vibration intensity. In other words, the relative 
decrease in the bridge instantaneous frequency, approximately from 
8:00 to 18:00, corresponds to the higher vibration intensity during the 

(c) Mode 5

(a) Mode 3

(d) Mode 6

(b) Mode 4

Figure 7. The vibration intensity and the bridge instantaneous frequencies
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same period at the Humber Bridge. This observation implies a possible 
inverse relationship between the vibration intensity and the variation 
of the bridge natural frequency for the vertical modes. This inverse 
relationship aligns with the fact that the increased traffic load on the 
bridge acts as an additional mass for the bridge, resulting in a decrease 
in its natural frequency. To quantitatively establish this correlation, 
the linear polynomial is fitted to the monitored data along with a 
95% prediction interval. The results for the four modes are shown in 
Figure 8. The detailed coefficients of the regression model are listed in 
Table 1. Notably, both the vibration intensity and the variation of the 
natural frequencies of the bridge are normalised before conducting the 
regression analysis. The normalised vectors have a mean of zero and a 
standard deviation of one.

Figure  8 demonstrates that the linear regression model nearly 
encompasses all data points, suggesting the model effectiveness is 
acceptable with few outliers. Moreover, the inverse relationship between 
the normalised vibration intensity and the normalised changes of the 
bridge natural frequency holds for almost all vertical modes below 2 Hz 
at the Humber Bridge.

(c) Mode 5

(a) Mode 3

(d) Mode 6

(b) Mode 4

Figure 8. The correlation between the normalised vibration intensity and 
the normalised bridge frequency change for four modes



58

THE BALTIC JOURNAL 
OF ROAD 

AND BRIDGE 
ENGINEERING

2024/19(3)

Table 1. Coefficients of the regression model between the normalised vibration 
intensity and the normalised variations of the bridge natural frequencies 

at the Humber Bridge

Coefficient Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 Mode 7 Mode 8 Mode 9

Slope 
parameter a −0.325 −0.110 −0.597 −0.631 −0.727 −0.916 −0.804 −0.733 −0.627

R2 0.106 0.012 0.356 0.398 0.528 0.84 0.646 0.537 0.393

p-value 0.024 0.458 0 0 0 0 0 0 0

Table  1 presents the coefficients of the regression model between 
the normalised vibration intensity and the normalised variations of 
the bridge natural frequency at the Humber Bridge. The table includes 
the slope parameter a, the coefficient of determination R2, and the 
p-values for each mode. It can be observed in Table  1 that the p-values 
of all modes but mode 2 are below 0.05, which means the regression 
models are of statistical significance. A strong correlation exists in 
modes 5, 6, 7, and 8, where the coefficients R2 are all beyond 0.5, which 
means the regression models can explain at least 50% of the variability 
in the natural frequency of the bridge. For mode 2, the coefficient of 
determination R2 is near zero and the p-value exceeds 0.05, all indicating 
no such correlation in mode 2. Further investigation is conducted in 
the following subsection and discussion for this mode. Some works 
have reported a similar relationship between the traffic load and the 
bridge frequency change as presented in this study. For instance, Zhou 
& Sun (2019) reported negative correlations between the traffic load 
and the natural frequency change of the bridge at lower frequencies at 
Donghai Bridge. Westgate et al. (2015) reported a similar negative linear 
relationship between the traffic load and the natural frequency at Tamar 
Bridge.

4.3.	 Consideration of the wind effect

Based on the above-mentioned regression model between the natural 
frequency change of the bridge and the vibration intensity, another 
factor of the wind is considered in this subsection. The wind speed and 
wind direction are monitored by using the anemometer mounted on the 
lamp pole. The monitored wind speed and the wind rose on 1 February 
2012 are shown in Figure 9.

Stronger wind appears between 2:30 a.m. and 5:00 a.m. and from 
10:30 to 12:00, exceeding 13  m/s, as evident from Figure  9. The wind 
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direction was mainly from the west during this day, with smaller 
portions from the WSW, as Figure  9(b) shows. To account for the 
combined effect of the wind direction and speed, an “effective wind 
speed” is introduced, considering the angle between the wind direction 
and the normal direction (perpendicular) to the bridge longitudinal 
axis. This approach combines the direction and speed into a single scalar 
value, the effective wind speed. Figure  10 then presents the 3D scatter 
diagrams between natural frequency change, vibration intensity, and 
wind, using the effective wind speed as the wind parameter.

(b) The wind rose

Figure 9. The monitored wind speed and wind rose diagram on 1 February 
2012
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In Figure 10, all data are normalised with a mean of 0 and a standard 
deviation of 1. The linear relationship appears clearer for mode 6, as 
shown in Figure  10(d). The multiple linear regression is conducted for 
all nine modes. Here, only two architectures of the regression model are 
presented as examples in Figure 11.

Figure 10. The 3D scatter diagrams of the normalised frequency change
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Figure 11. The architectures of the regression models for mode 3 
and mode 4

Note	 * represents a p-value <0.05
	 ** represents a p-value <0.01
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For mode 3 in Figure  11(a), it can be observed that the coefficient 
of the vibration intensity is −0.925, which is statistically significant 
with a p-value <0.01. It indicates the vibration intensity is negative for 
the bridge natural frequency change. Meanwhile, the wind is also of 
statistical significance, with its p-value <0.05 and a value of 0.406. It 
implies that the increase in wind speed leads to the natural frequency 
growing larger. A similar explanation is for mode 4 as well. Besides, the 
diagrams of the coefficients with a 95% confidence interval for modes 1, 
2, and 4 are presented in Figure 12 as examples.

Figure 12(a) shows the coefficients for mode 1. It can be seen that the 
95% confidence interval of both coefficients includes 0, which indicates 
both coefficients are not statistically significant. It can also be found 
in the F-value and p-value of the model listed in Table  2. Figure  12(b) 
shows that the vibration intensity does not affect the natural frequency 
change because the 95% confidence interval of this coefficient includes 
0, whereas the wind speed definitely has an impact on the natural 
frequency change for mode 2 in the statistical sense. For mode 4, 
both the vibration intensity and the wind speed all affect the natural 
frequency change in a statistical sense. Figure 13 displays the diagrams 
of the regression standardized residuals for mode 1 and mode 5. It 
can be observed that the regression standardized residual for mode 1 
exhibits non-normality compared to mode 5, which indicates the poorer 
explanatory capability of the regression model for mode 1.

Figure 12. The diagrams of the regression coefficients with a 95% 
confidence interval

(a) Mode 1 (b) Mode 2 (c) Mode 4

Normalised 
vibration 
entensity
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Table  2 lists the results obtained by using the multiple linear 
regression models. It can be seen that the p-values of the models are 
almost all below 0.05 except mode 1, with a p-value of 0.081. Besides, 
the coefficients of the vibration intensity are almost negative values for 
almost all modes except mode 2, which agrees well with the results in 
Table 1.

Table 2. Coefficients of the multiple linear regression model

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 Mode 7 Mode 8 Mode 9

Slope 
parameter

a

Factor 1 −0.325 0.267 −0.925 −1.121 −0.894 −0.891 −0.789 −0.741 −0.518

Factor 2 0.001 −0.507 0.406 0.596 0.274 −0.072 −0.065 0.034 −0.371

Significance 
of the 

parameter a

Factor 1 0.065 0.206 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Factor 2 0.995 0.019 0.042 0.002 0.031 0.257 0.477 0.746 0.001

R-square 0.105 0.127 0.414 0.513 0.575 0.844 0.65 0.539 0.519

F 2.654 3.278 15.86 23.72 30.47 121.9 41.78 26.26 24.25

p-value of the model 0.081 0.047 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Collinearity statistics 
(VIF) 1.491 2.233 2.877 3.083 1.592 1.141 1.055 1.062 1.094

Note: Factor 1 is the normalised vibration intensity, while factor 2 is the norma-
lised wind speed. The VIF represents the variance inflation factor.

Figure 13. The diagrams of the regression standardized residuals
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5.	 Discussion

Comparing the results in Table  2 to those in Table  1 reveals several 
key points. Adding the factor of wind speed changes, the p-value of the 
regression model for mode 1 went from below 0.05 (p-values less than 
0.05 are typically considered statistically significant) to 0.081, indicating 
a loss of statistical significance. This suggests that neither vibration 
intensity nor wind speed has a statistically significant impact on the 
natural frequency change of the bridge in this mode. Double-checking 
the multicollinearity using the variance inflation factor (VIF) confirms 
no issue in this regard. However, the extracted instantaneous frequency 
for mode 1 exhibits some spikes, potentially implying the influence of 
other unknown factors.

In contrast, the p-value for mode 2 changes from above 0.05 to 
0.047, indicating that both vibration intensity and wind speed have a 
statistically significant impact on the bridge natural frequency change. 
This highlights the importance of considering wind alongside vibration 
intensity for understanding the dynamics of mode 2. Notably, the 
slope parameters of the vibration intensity in Table  2 remain mostly 
negative, mirroring those in Table 1 and confirming the expected 
inverse relationship between vibration intensity and the bridge natural 
frequency.

Finally, including wind speed increases the R-square value of the 
regression model for mode 2 in Table  2. Comparing the R-square 
values across both tables along with the values of the slope parameters 
(parameter a) suggests that vibration intensity likely has a greater 
effect on the natural frequency change than wind speed for the vertical 
modes of the Humber Bridge. However, it is worth noting that the 
aforementioned results are obtained based on the monitored data 
collected at the Humber Bridge and are only valid for the natural 
frequency of the bridge. Moreover, the results should be further 
confirmed in future research.

Conclusions

The accelerometer data and wind data recorded at the Humber 
Bridge throughout the day were utilised to correlate the natural 
frequency of the bridge with environmental factors. The FSST method 
and Welch method were employed for this purpose. The instantaneous 
frequencies derived from the FSST were closely aligned with those 
obtained through the Welch method. The diurnal pattern of the 
instantaneous frequencies of the bridge was observed, consistent 
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with results in some literature. The linear regression results revealed 
that the inverse correlations between the vibration intensity and the 
bridge natural frequency change were generally present for almost for 
all modes. Furthermore, the additional factor of wind was considered 
simultaneously, and multiple linear regression models were proposed. 
The results showed that although the vibration intensity and the wind 
speed had a significant impact on the bridge frequency change in the 
vertical modes, the vibration intensity accounted for more of it.
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