ESTIMATION OF EXTREME LOAD EFFECTS ON LONG-SPAN BRIDGES USING TRAFFIC IMAGE DATA
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Abstract. This paper proposes an algorithm for the estimation of extreme intensity of traffic load on long-span bridges. Most Weigh-in-Motion technologies do not operate in congested conditions which are the governing cases for these bridges. In the absence of Weigh-in-Motion data on the bridge itself, a correlation between vehicle weights and their lengths is established here using a (free-flowing) Weigh-in-Motion database. Photographic images of congested traffic are modelled here for three bridges using weights estimated from lengths and one year of Weigh-in-Motion data. The actual weights are taken from the Weigh-in-Motion data, and the results are compared to test the method. The gaps between vehicles are firstly set to a constant value and later to Beta-distributed values according to vehicle type. The intensity of traffic load for all pictures is calculated and compared to the loads obtained from the recorded weights. A return period of 75-year is chosen to evaluate the extreme values of intensity. The probability that intensity of load is being exceeded is obtained using normal probability paper for both recorded and simulated weights. This study demonstrates the feasibility of the proposed concept of using lengths to estimate the extreme traffic load events with acceptable accuracy.
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Introduction

The safety of a bridge is accurately assessed when the traffic load and the capacity to carry that load are established. While the capacity of bridge structures has been extensively studied (Attard & Stewart, 1998; Darmawan & Stewart, 2007; Pines & Aktan, 2002; Stewart, 2001; Stewart & Val, 1999), there are far fewer studies about bridge traffic load (Caprani, 2010; Carey, OBrien, Malekjafarian, Lydon, & Taylor, 2017; Paeglitis & Freimanis, 2016). When the probability is low that the load effects (e.g. bending moments) caused by traffic load are less than the resistance, then the safety of the bridge is ensured.

Congested traffic conditions govern for long-span bridges (Getachew, 2003; Hwang, Lee, & Kim, 2012; Lutomirska, 2009; Nowak, Lutomirska, & Sheikh Ibrahim, 2010; Sedlacek, Merzenich, Paschen, Bruls, Sanpaolesi, Croce, ... & Hanswille, 2008). Such heavy traffic situations are defined by a higher number of trucks moving at the close spacing on the bridge (Al-Kaisy, Hall, & Reisman, 2002). For these situations, estimating the traffic load is a challenge due to a lack of information about the gaps between vehicles, their weights and the car/truck mix. Weigh-in-Motion (WIM) is the most common method used to collect such traffic data (Moses, 1979). However, the accuracy of WIM systems is only proven for free-flowing traffic conditions (Klein, Mills, & Gibson, 2006). This means that most of these technologies do not work in stop-and-go conditions. Therefore, WIM data collected in congested traffic conditions are unreliable. As cars tend to change lanes when traffic becomes congested, the car/truck mix recorded during free-flowing conditions is no longer valid for a congested state. The result is a lack of congested traffic data for weights, inter-vehicle gaps and car/truck mix.

In recent years, a number of studies have investigated types of congestion (Caprani, OBrien, & Lipari, 2016; Krauß, 1998) as well as driver behaviour under different traffic conditions (Aghabayk, Sarvi, & Young, 2012; Al-Kaisy, Jung, & Rakha, 2005; Ferrari, 1989; Sarvi, 2013; Yoo & Green, 2009). Other studies have been published on traffic load for long-span bridges (Bailey, 1996; Bruls, Croce, De Falena, & Sedlacek, 1996; Buckland, 1991; Buckland, McBryde, Navin, & Zidek, 1978; Ditlevsen, 1994; Hayrapetova, O'Connor, & OBrien, 2012; OBrien, Hayrapetova, & Walsh, 2012). Treiber, Hennecke, & Helbing (2000) propose microsimulation for the modelling of congested traffic. They investigate a mix of car and truck traffic and propose an explanation for the observed wide scattering of congested traffic data. However, microsimulation is computationally intensive, probably excessively so.
for direct simulation of traffic load in long-span bridges (Al-Kaisy, Jung, & Rakha, 2005; Caprani, 2010; Caprani & OBrien, 2008; Enright, Carey, & Caprani, 2013; OBrien, Lipari, & Caprani, 2015). Caprani (2012) uses microsimulation to calibrate a congested traffic load model. Enright, Carey, & Caprani (2013) use microsimulation to evaluate the Eurocode load model for American long-span bridges. So far, however, WIM data from free-flowing traffic has been used in most studies, with inter-vehicle gaps and a car/truck mix, which is not valid for congested conditions. This means that the assumptions made about gaps and car/truck mix have not been validated using real data from congested traffic. Some researchers suggest the use of constant values for the gaps (axle to axle) between vehicles (Getachew, 2003; Hwang, Lee, & Kim, 2012; Lutomirska, 2009; Paeglitis & Freimanis, 2016). The implications of such an assumption are unknown but are likely to be significant (Caprani, 2005). Micu, OBrien, & Sevillano (2016) propose using image analysis as an efficient survey method for vehicle lengths and inter-vehicle gaps. They show that images can provide data such as vehicle length, an estimate of vehicle class and gaps between vehicles, which are key parameters for the traffic load on long-span bridges. Although images may provide much valuable traffic information, until now, there was no method of inferring vehicle weights from them.

This paper proposes an algorithm which uses only vehicle lengths for the estimation of extreme traffic load on long-span bridges. One year of WIM data recorded at a site in Tennessee in the United States is used in this study. The data contains vehicle characteristics such as total length and weight. Monte Carlo simulation, which reflects the statistical relationship between vehicle length and weight, is applied. It is shown that the weight of vehicles may be estimated from their lengths using this relationship. Thousands of virtual snapshots of congested traffic are generated for three bridge lengths (500 m, 1000 m, and 2000 m). Each snapshot is of congested traffic with a total length equal to the corresponding bridge length. The weights of the vehicles in each snapshot are inferred from their lengths using Monte Carlo simulation. The intensity of traffic load is obtained for each simulated snapshot and is compared to that obtained from the recorded weight data. This study investigates the extreme values of traffic load intensity based on vehicle lengths. The intensity of load is extrapolated for each bridge length to determine the 75-year return period level. The extreme values using both inferred and recorded weights are compared for the three bridge lengths. The outcomes illustrate that extreme traffic load on long-span bridges can be accurately estimated using length data alone.
1. **WIM data**

One year of WIM data is used in this study, containing 5.8 million vehicle records from 1st January to 31st December 2008, on an interstate highway (I-40) in Tennessee State. The data is part of the Long-Term Pavement Performance (LTPP) programme of US Federal Highway Administrations (FHWA) (Walker & Cebon, 2012; Walker, Selezneva, & Wolf, 2012). In this site, the WIM sensors were embedded in both the slow and fast lanes, in one direction only. As the most significant heavy traffic happens during working days, 10 public holidays and 104 weekend days are removed from the data.

1.1. **Cleaning rules for the data**

Sivakumar & Sheikh Ibrahim (2007) demonstrate that WIM systems are inaccurate and may record many errors. Therefore, different criteria (Enright, 2010) are applied in this section to check the accuracy of the WIM data and filter out spurious records. Those vehicles that are identified as measurement errors based on the cleaning guidelines detailed in Table 1 are removed. After filtering, 3.7 million vehicles were left in the data set consisting of 2.4 million in the slow lane and 1.3 million in the fast lane. All of these vehicles are considered in this study, but only the results from the slow lane are shown in the following Figures.

<table>
<thead>
<tr>
<th>Table 1. Filtering criteria to identify records with likely errors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>For cars</strong></td>
</tr>
<tr>
<td>Speed</td>
</tr>
<tr>
<td>Gross vehicle weight</td>
</tr>
<tr>
<td>1st axle spacing</td>
</tr>
<tr>
<td>Total length</td>
</tr>
<tr>
<td><strong>For trucks</strong></td>
</tr>
<tr>
<td>Speed</td>
</tr>
<tr>
<td>Gross vehicle weight</td>
</tr>
<tr>
<td>1st axle spacing</td>
</tr>
<tr>
<td>Total length</td>
</tr>
<tr>
<td>Total length</td>
</tr>
<tr>
<td><strong>General cleaning rules</strong></td>
</tr>
<tr>
<td>Total length</td>
</tr>
<tr>
<td>The heaviest axle</td>
</tr>
<tr>
<td>Gross vehicle weight                                         The difference between GVW and the sum of axle weights is more than 10%</td>
</tr>
</tbody>
</table>
1.2. Data investigation

The data is classified according to the FHWA Traffic Monitoring Guide (FHWA, 1995). Class 2 is cars, and all other classes are referred to as “trucks” in the following discussion. Figure 1a shows the number of vehicles belonging to each class. It can be seen that Class 2 and Class 9 (5-axle truck) are the most common vehicle classes in the data by far. The very low number of cars relative to 5-axle trucks is explained by the fact that this is the slow lane of a dual carriageway. Figure 1b presents the number of cars, trucks and a total number of vehicles per month.

The hourly variation of cars and trucks by the time of day is illustrated for one day (23rd May) in Figure 2. The daytime traffic is much greater than at night time. The number of trucks overtakes the numbers of cars during the night. This is significant – it means that, while congestion is less likely at night, a congestion event is likely to feature a higher percentage of trucks.

2. Length-weight correlation

2.1. Segmentation of lengths

The frequencies of the vehicle with a specific length and GVWs are illustrated in Figure 3. Bivariate kernel density estimators (KDE) (Jones & Kappenman, 1992) are used to estimate the probability density of each
Figure 2. The frequency of car and truck data by time of day

Note: white = no data

Figure 3. Vehicle length-weight relationship
length and GVW pair. In Figure 3, the high density of cars and light vehicles is seen between 2.5 m and 7.0 m length, weighing from 0.5 t to 5.0 t. The highest density pair for trucks is from 21.0–24.0 m length and 34 t weight. The data has a low density between these two peaks. The contour plot confirms the dominance of cars and 5-axle trucks evident in Figure 1a.

The whole database is divided into 100 segments according to the total lengths. Each segment includes the vehicles with a length within a 0.4 m interval. For example, segment S15 includes vehicles with lengths in the range, 5.6 m to 6.0 m. A cross section of Figure 3 is defined for each segment. For example, Figure 4 shows the histogram of the numbers for Segment S57 (length 22.4–22.8 m). Univariate KDEs are used in Figure 4 to approximate the probability density of the measured data.

Probability density functions (PDFs) are defined this way for each segment for the whole year of data and each month separately (Figure 5). Each graph contains 13 curves comparing the probability densities for vehicles in each month with the whole year. Figure 5a represents short vehicles (5.6 m to 6.0 m) and has a high probability density of light vehicles (around 2 t). It can be seen that there are some months where the PDF is significantly different from the yearly function. These may correspond to holiday seasons when normal patterns are disrupted. Figures 5b and 5c present the PDFs for longer and therefore heavier vehicles. The first peak of the black distribution (corresponding to the whole year) in Figure 5c corresponds to partially loaded trucks in segment S57, weighing around 20 t. The second peak gives the probability of fully loaded trucks, weighing around 34 t. According to the American Guide on Traffic Monitoring (FHWA, 1995; USDOT, 2000), for a vehicle up to 23 m long, the maximum GVW is 39.5 t for a 5-axle truck and 43.5 t to 46.5 t for 6 axle truck, depending on tridem length.
2.2. Inferring weight from length

In this paper, it is assumed that the total lengths of vehicles in congested traffic on a long span bridge will be available from a camera installed on the bridge. It is further assumed that WIM data, which is representative of the length/weight relationship, will be available. This could be from a WIM system on the approach to the bridge, for example, which collects accurate data during free-flowing conditions. The relationship between lengths and weights in the database is used to infer typical weights of vehicles from their lengths. For a given vehicle length (segment), the cumulative distribution function (CDF) (Xue & Titterington, 2011) is constructed from the PDF of the data in that segment. Using Monte Carlo simulation, a random number is
used to generate a weight consistent with the CDF. While this is highly inaccurate for individual vehicles, it gives simulated data consistent with the underlying statistical attributes of the data.

3. Numerical validation

3.1. Benchmark and simulation

Bridge load using vehicles of known weight is used in benchmarks to assess the accuracy of load calculations based on inferred weights. One thousand “snapshots” of congested traffic are generated for three bridges with different lengths (500 m, 1000 m and 2000 m). The vehicles in the snapshots are taken from the recorded WIM database using a random process. A working day within the database is randomly chosen, and a vehicle is selected randomly inside this working day data. This vehicle represents the starting point. The snapshot is filled with vehicles recorded in WIM data from that starting point until the length is fully covered. To remove uncertainty due to variable inter-vehicle gaps, these are all set to a constant value of 1.5 m (Buckland, Navin, Zidek, & McBryde, 1980). The gaps are assumed to be bumper-to-bumper distances. The benchmark uses the known “true” weight and length information of all the vehicles. It is important to note that the sequence of vehicles within each snapshot is the same as the sequence of vehicles in the database. Figure 6 illustrates an example of a snapshot taken for a 500 m bridge. The vehicles and gaps are displayed as rectangles. The dark (red) rectangles represent the vehicles (cars or trucks), and the light (grey) rectangles represent the 1.5 m gaps. It is important to note that this does not represent an appropriate car/truck mix for congested conditions as it has been extracted from free-flowing WIM data.

One thousand snapshots are generated similarly, assuming that only vehicle length information is available for each vehicle. Weights are
inferred from the lengths using Monte Carlo simulation, as described above. The 1000 simulations are repeated three times for each bridge length to check the repeatability of the approach.

3.2. Intensity of load

Total traffic load is calculated, for both the benchmark and using the inferred weights for the three bridge lengths. Figure 7 gives the PDFs for the intensity of load (total weight per unit length) for each bridge length. It shows that the intensity of load for this site varies randomly in the range, 2.5 kN/m to 10.5 kN/m. Figure 7a shows the PDFs for the actual weights for the three bridge lengths. As expected, there is less variability

![Figure 7. The probability distribution for the intensity of load](image)
of average load intensity in longer bridges (standard deviation reduces). Figures 7b–7d compare these PDFs of benchmark to the corresponding distributions using inferred weights for 500 m, 1000 m and 2000 m bridge lengths, respectively. The distributions using inferred weights match the benchmark distributions very well. However, the accuracy does appear to decrease with increasing bridge length.

4. Extreme traffic loading events

4.1. Normal probability graphs

Figure 8 is a Normal probability paper plot (Chambers, Cleveland, Kleiner, & Tukey, 1983) for load intensity on the 500 m bridge. Each point represents the intensity of load for a snapshot and the associated probability. The trend in the data is substantially linear, demonstrating good consistency with a normal distribution (Benjamin & Cornell, 1970; Nowak & Collins, 2012). There is a good match between the best fit to the benchmark data (solid black line) and the best fit for the inferred weights data (red dashed line). It is seen that the points depart from the straight-line fits in the upper tail for both distributions, as is typical of these kinds of plots (the upper tail contains approximately 4% of all points). As expected, the snapshots, which form the upper tails of the graph, involve large numbers of heavy vehicles.

![Figure 8. Normal probability paper plot of the benchmark and inferred distributions of load intensity for 500 m bridge length](image)
4.2. Extreme values of traffic load

The extreme value for intensity of load (Castillo, 1988; Jacob, 1991) is found for each bridge length for a 75-year return period (Cremona, 2001; Nowak & Szerszen, 1998; OBrien & Enright, 2011; OBrien, Enright, & Getachew, 2010). Figure 8 illustrates this process for the 500 m bridge. This probability is, assuming one jam (snapshot) per day and 250 working days per year. The return period probability depends on how many jam-inducing loading events occur per year. The assumption here of one per working day is just one possible assumption.

The corresponding 75-year characteristic maximum load intensities for the three bridge lengths are calculated and illustrated in Figure 9 for the benchmark and inferred weight cases. The extreme values for the benchmark are matched well by the extreme values using inferred weights – there is less than 3% difference between the two cases. It is concluded that the proposed approach provides acceptable accuracy for estimating the extreme traffic load for long span bridges.

4.3. Multiple lane traffic and lane changing

The variation in inter-vehicle gaps, number of lanes and the ability of vehicles to change lanes, may influence the results. In this section, Beta-distributed values are considered for inter-vehicle gaps according to vehicles type (Bailey, 1996), instead of setting a constant value. Figure 10 shows the distribution of inter-vehicle gaps that vary according to the type of vehicle before and after the gap.
As there is generally more than one same-direction lane on long-span bridges, the study is also extended to two-lane cases. Since the vehicles might change lane as traffic becomes congested, a set of the lane, changing criteria, has been developed. This redistributes lane assignments from the free-flowing WIM dataset into traffic jam snapshots. As vehicles arrive at the jam location, queues build up. With more vehicles and a higher percentage of trucks, the queue in the slow lane tends to become longer than that in the fast lane, which results in a need for lane changes. The model assigns a probability of lane changing based on the difference of queue length between the lanes. A lower probability of lane changing is assigned to trucks based on studies by Ricketts & Page (1997). This results in a greater number of truck platoons forming, which is significant for long-span bridge traffic load.

Three cases are considered in total, namely single-lane traffic, two-lane traffic without lane changing and two-lane traffic with lane changing. For each case, the inter-vehicle gaps are set to constant distances or Beta-distributed values. The snapshots are modelled using the procedure explained in Section 3. Table 2 presents the extreme values of load intensity using actual (recorded) vehicle weights and inferred weights for 75-year return periods.

In all cases, the extreme values calculated using the inferred weights closely follow the extreme values calculated using the actual weights of vehicles. It can be observed in the lane changing case that there is a more significant difference – around 5% compared to around 3% for the other cases. This difference may be because the process of inferring weights...
Table 2. Extreme values (75-year return period) for load intensity according to the number of lanes and gap assumptions

<table>
<thead>
<tr>
<th>Congestion</th>
<th>Simulations</th>
<th>Extreme values of intensity of load, kN/m</th>
<th>Bridge length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>500 m</td>
<td>1000 m</td>
</tr>
<tr>
<td>Single lane (slow lane)</td>
<td>Benchmark</td>
<td>13.16</td>
<td>12.57</td>
</tr>
<tr>
<td>Constant gap (1.5 m)</td>
<td>Inferred weights</td>
<td>12.93</td>
<td>12.17</td>
</tr>
<tr>
<td></td>
<td>% difference</td>
<td>1.75</td>
<td>2.55</td>
</tr>
<tr>
<td>Single lane (slow lane)</td>
<td>Benchmark</td>
<td>12.19</td>
<td>11.77</td>
</tr>
<tr>
<td>Random gaps</td>
<td>Inferred weights</td>
<td>11.98</td>
<td>11.43</td>
</tr>
<tr>
<td></td>
<td>% difference</td>
<td>1.72</td>
<td>2.89</td>
</tr>
<tr>
<td>Two lanes</td>
<td>Benchmark</td>
<td>21.09</td>
<td>20.55</td>
</tr>
<tr>
<td>No lane changing</td>
<td>Inferred weights</td>
<td>20.83</td>
<td>20.02</td>
</tr>
<tr>
<td>Constant gap (1.5 m)</td>
<td>% difference</td>
<td>1.23</td>
<td>2.58</td>
</tr>
<tr>
<td>Two lanes</td>
<td>Benchmark</td>
<td>19.26</td>
<td>18.83</td>
</tr>
<tr>
<td>No lane changing</td>
<td>Inferred weights</td>
<td>19.20</td>
<td>18.56</td>
</tr>
<tr>
<td>Random gaps</td>
<td>% difference</td>
<td>0.31</td>
<td>1.43</td>
</tr>
<tr>
<td>Two lanes</td>
<td>Benchmark</td>
<td>22.83</td>
<td>22.48</td>
</tr>
<tr>
<td>With lane changing</td>
<td>Inferred weights</td>
<td>22.00</td>
<td>21.37</td>
</tr>
<tr>
<td>Constant gap (1.5 m)</td>
<td>% difference</td>
<td>3.64</td>
<td>4.94</td>
</tr>
<tr>
<td>Two lanes</td>
<td>Benchmark</td>
<td>21.18</td>
<td>20.68</td>
</tr>
<tr>
<td>With lane changing</td>
<td>Inferred weights</td>
<td>20.23</td>
<td>19.70</td>
</tr>
<tr>
<td>Random gaps</td>
<td>% difference</td>
<td>4.49</td>
<td>4.74</td>
</tr>
</tbody>
</table>

from lengths is established separately for each lane using the data recorded in that lane. It follows that the weights of the vehicles, which change lane, may be inferred with less accuracy.

**Conclusions**

This paper proposes an approach for the estimation of extreme traffic load on long-span bridges based on vehicles lengths and a known statistical weight-to-length relationship. One year of recorded Weigh-in-Motion data is used in this research. The possible errors in the Weigh-in-Motion data are reduced by applying a set of cleaning rules to the raw data. A bivariate statistical distribution describes the relationship between vehicles lengths and their weights. Kernel Density fitting and
Monte Carlo simulation are used to infer weights from lengths. Several snapshots are extracted from the Weigh-in-Motion data to represent images of congested traffic for three bridge lengths. The vehicles weights in each snapshot are inferred using Monte Carlo simulation and the intensity of load calculated. The inferred distribution for the intensity of load is normally distributed and match well with the corresponding benchmark distribution. Extreme intensity of traffic load for a 75-year return period is calculated for the benchmark and using inferred weights for three bridge lengths. The inference approach is shown to estimate extreme traffic load on a long-span bridge accurately.
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